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Abstract
In this paper, we study the multi-objective bandits
(MOB) problem, where a learner repeatedly selects
one arm to play and then receives a reward vector
consisting of multiple objectives. MOB has found
many real-world applications as varied as online
recommendation and network routing. On the other
hand, these applications typically contain contex-
tual information that can guide the learning pro-
cess which, however, is ignored by most of exist-
ing work. To utilize this information, we associate
each arm with a context vector and assume the re-
ward follows the generalized linear model (GLM).
We adopt the notion of Pareto regret to evaluate
the learner’s performance and develop a novel algo-
rithm for minimizing it. The essential idea is to ap-
ply a variant of the online Newton step to estimate
model parameters, based on which we utilize the
upper confidence bound (UCB) policy to construct
an approximation of the Pareto front, and then uni-
formly at random choose one arm from the ap-
proximate Pareto front. Theoretical analysis shows
that the proposed algorithm achieves an ~O(d

√
T )

Pareto regret, where T is the time horizon and d is
the dimension of contexts, which matches the op-
timal result for single objective contextual bandits
problem. Numerical experiments demonstrate the
effectiveness of our method.

1 Introduction
Online learning under bandit feedback is a powerful paradigm
for modeling sequential decision-making process arising in
various applications such as medical trials, advertisement
placement, and network routing [Bubeck and Cesa-Bianchi,
2012]. In the classic stochastic multi-armed bandits (MAB)
problem, at each round a learner firstly selects one arm to
play and then obtains a reward drawn from a fixed but un-
known probability distribution associated with the selected
arm. The learner’s goal is to minimize the regret, which is
defined as the difference between the cumulative reward of
the learner and that of the best arm in hindsight. Algorithms
designed for this problem need to strike a balance between
exploration and exploitation, i.e., identifying the best arm by

trying different arms while spending as much as possible on
the seemingly optimal arm.

A natural extension of MAB is the multi-objective multi-
armed bandits (MOMAB), proposed by Drugan and Nowe
[2013], where the reward pertaining to an arm is a multi-
dimensional vector instead of a scalar value. In this setting,
different arms are compared according to Pareto order be-
tween their reward vectors, and those arms whose rewards
are not inferior to that of any other arms are called Pareto
optimal arms, all of which constitute the Pareto front. The
standard metric is the Pareto regret, which measures the cu-
mulative gap between the reward of the learner and that of the
Pareto front. The task here is to design online algorithms that
minimize the Pareto regret by judiciously selecting seemingly
Pareto optimal arms based on historical observation, while
ensuring fairness, that is, treating each Pareto optimal arm
as equally as possible. MOMAB is motivated by real-world
applications involved with multiple optimization objectives,
e.g., novelty and diversity in recommendation systems [Ro-
driguez et al., 2012]. On the other hand, the aforementioned
real-world applications typically contain auxiliary informa-
tion (contexts) that can guide the decision-making process,
such as user profiles in recommendation systems [Li et al.,
2010], which is ignored by MOMAB.

To incorporate this information into the decision-making
process, Turgay et al. [2018] extended MOMAB to the multi-
objective contextual bandits (MOCB). In MOCB, the learner
is endowed with contexts before choosing arms and the re-
ward he receives in each round obeys a distribution whose ex-
pectation depends on the contexts and the chosen arm. Turgay
et al. [2018] assumed that the learner has a prior knowledge
of the similarity information that relates distances between
the context-arm pairs to those between the expected rewards.
Under this assumption, they proposed an algorithm called
Pareto contextual zooming which is built upon the contex-
tual zooming method [Slivkins, 2014]. However, the Pareto
regret of their algorithm is ~O(T 1−1/(2+dp)), where dp is the
Pareto zooming dimension, which is almost linear in T when
dp is large (say, dp = 10) and hence hinders the application
of their algorithm to broad domains.

To address this limitation, we formulate the multi-objective
contextual bandits under a different assumption—the param-
eterized realizability assumption, which has been extensively
studied in single objective contextual bandits [Auer, 2002;
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Dani et al., 2008]. Concretely, we model the context asso-
ciated with an arm as a d-dimensional vector x ∈ Rd and for
the sake of clarity denote the arm by x. The reward vector
y pertaining to an arm x consists of m objectives. The value
of each objective is drawn according to the generalized linear
model [Nelder and Wedderburn, 1972] such that

E[yi|x] = µi(θ
>
i x), i = 1, . . . ,m

where yi represents the i-th component of y, θ1, . . . , θm are
vectors of unknown coefficients, and µ1, . . . , µm are link
functions. We refer to this formulation as multi-objective
generalized linear bandits (MOGLB), which is very general
and covers a wide range of problems, such as stochastic linear
bandits [Auer, 2002; Dani et al., 2008] and online stochas-
tic linear optimization under binary feedback [Zhang et al.,
2016], where the link functions are the identity function and
the logistic function respectively.

To the best of our knowledge, this is the first work that
investigates the generalized linear bandits (GLB) in multi-
objective scenarios. Note that a naive application of existing
GLB algorithms to a specific objective does not work, be-
cause it could favor those Pareto optimal arms that achieve
maximal reward in this objective, which harms the fairness.
To resolve this problem, we develop a novel algorithm named
MOGLB-UCB. Specifically, we employ a variant of the on-
line Newton step to estimate unknown coefficients and utilize
the upper confidence bound policy to construct an approx-
imate Pareto front, from which the arm is then pulled uni-
formly at random. Theoretical analysis shows that the pro-
posed algorithm enjoys a Pareto regret bound of ~O(d

√
T ),

where T is the time horizon and d is the dimension of con-
texts. This bound is sublinear in T
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3.1 Notation
Throughout the paper, we use the subscript to distinguish
different objects (e.g., scalars, vectors, functions) and su-
perscript to identify the component of an object. For ex-
ample, yit represents the i-th component of the vector yt.
For the sake of clarity, we denote the `2-norm by ‖ · ‖.
The induced matrix norm associated with a positive defi-
nite matrix A is defined as ‖x‖A :=

√
x>Ax. We use

BR := {x | ‖x‖ ≤ R} to denote a centered ball whose ra-
dius is R. Given a positive semidefinite matrix P , the gen-
eralized projection of a point x onto a convex set W is de-
fined as �P

W [x] := arg miny∈W(y − x)>P (y − x). Finally,
[n] := {1, 2, . . . , n}.

3.2 Learning Model
We now give a formal description of the learning model in-
vestigated in this paper.

Problem Formulation
We consider the multi-objective bandits problem under the
GLM realizability assumption. Let m denote the number of
objectives and X ⊂ Rd be the arm set. In each round t, a
learner selects an arm xt ∈ X to play and then receives a
stochastic reward vector yt ∈ Rm consisting of m objectives.
We assume each objective yit is generated according to the
GLM such that for i = 1, 2, . . . ,m,

Pr(yit|xt) = hi(y
i
t, τi) exp

(
yitθ
>
i xt − gi(θ>i xt)

τi

)
where τi is the dispersion parameter, hi is a normalization
function, gi is a convex function, and θi is a vector of un-
known coefficients. Let µi = g′i denote the so-called link
function, which is monotonically increasing due to the con-
vexity of gi. It is easy to show E[yit|xt] = µi(θ

>
i xt).

A remarkable member of the GLM family is the logit
model in which the reward is one-bit, i.e., y ∈ {0, 1} [Zhang
et al., 2016], and satisfies

Pr(y = 1|x) =
1

1 + exp (−θ>x)
.

Another well-known binary model belonging to the GLM is
the probit model, which takes the following form

Pr(y = 1|x) = �(θ>x)

where �(·) is the cumulative distribution function of the stan-
dard normal distribution.

Following previous studies [Filippi et al., 2010; Jun et al.,
2017], we make standard assumptions as follows.
Assumption 1 The coefficients θ1, . . . , θm are bounded by
D, i.e., ‖θi‖ ≤ D, ∀i ∈ [m].
Assumption 2 The radius of the arm set X is bounded by 1,
i.e., ‖x‖ ≤ 1, ∀x ∈ X .
Assumption 3 For each i ∈ [m], the link function µi is
L-Lipschitz on [−D,D] and continuously differentiable on
(−D,D). Furthermore, we assume that µ′i(z) ≥ κ > 0, z ∈
(−D,D) and |µi(z)| ≤ U, z ∈ [−D,D].
Assumption 4 There exists a positive constant R such that
|yit| ≤ R, ∀t ∈ [T ], i ∈ [m] holds almost surely.

Performance Metric
According to the properties of the GLM, for any arm
x ∈ X that is played, its expected reward is a vector of
[µ1(θ>1 x), µ2(θ>2 x), . . . , µm(θ>mx)] ∈ Rm. With a slight
abuse of notation, we denote it by µx. We compare differ-
ent arms by their expected rewards and adopt the notion of
Pareto order.

Definition 1 (Pareto order) Let u, v ∈ Rm be two vectors.

• u dominates v, denoted by v ≺ u, if and only if ∀i ∈
[m], vi ≤ ui and ∃j ∈ [m], uj > vj .

• v is not dominated by u, denoted by v ⊀ u, if and only if
v = u or ∃i ∈ [m], vi > ui.

• u and v are incomparable, denoted by u‖v, if and only
if either vector is not dominated by the other, i.e., u ⊀ v
and v ⊀ u.

Equipped with the Pareto order, we can now define the
Pareto optimal arm.

Definition 2 (Pareto optimality) Let x ∈ X be an arm.

• x is Pareto optimal if and only if its expected reward
is not dominated by that of any arm in X , i.e., ∀x′ ∈
X , µx ⊀ µ′x.

• The set comprised of all Pareto optimal arms is called
Pareto front, denoted by O∗.

It is clear that all arms in the Pareto front are incomparable. In
single objective bandits problem, the standard metric to mea-
sure the learner’s performance is regret defined as the differ-
ence between the cumulative reward of the learner and that of
the optimal arm in hindsight. In order to extend such metric
to multi-objective setting, we introduce the notion of Pareto
suboptimality gap [Drugan and Nowe, 2013] to measure the
difference between the learner’s reward and that of the Pareto
optimal arms.

Definition 3 (Pareto suboptimality gap, PSG) Let x be an
arm in X . Its Pareto suboptimality gap �x is defined as the
minimal scalar ε ≥ 0 such that x becomes Pareto optimal
after adding ε to all entries of its expected reward. Formally,

�x := inf {ε | (µx + ε) ⊀ µx′ , ∀x′ ∈ X}.

We evaluate the learner’s performance using the (pseudo)
Pareto regret [Drugan and Nowe, 2013] defined as the cu-
mulative Pareto suboptimality gap of the arms pulled by the
learner.

Definition 4 (Pareto regret, PR) Let x1, x2, . . . , xT be the
arms pulled by the learner. The Pareto regret is defined as

PR(T ) :=
T∑
t=1

�xt.

3.3 Algorithm
The proposed algorithm, termed MOGLB-UCB, is outlined
in Algorithm 1. Had we known all coefficients θ1, . . . , θm in
advance, we could compute the Pareto front directly and al-
ways pull the Pareto optimal arms, whose Pareto suboptimal-
ity gaps are zero. Motivated by this observation, we maintain
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an arm setOt as an approximation to the Pareto frontO∗ and
always play arms in Ot. To encourage fairness, we draw an
arm xt from Ot uniformly at random to play (Step 3). The
approximate Pareto front is initialized to be X and is updated
as follows.

In each round t, after observing the reward vector yt, we
make an estimation denoted by θ̂t+1,i for each coefficients θi
(Steps 4-7). Let Ht := {(x1, y1), (x2, y2), . . . , (xt, yt)} be
the learning history up to round t. A natural approach is to
use the maximum log-likelihood estimation:

θ̂t+1,i = arg max
‖θ‖≤D

t∑
s=1

log Pr(yis|xs)

= arg min
‖θ‖≤D

t∑
s=1

−yisθ>xs + gi(θ
>xs).

Despite its simplicity, this approach is inefficient since it
needs to store the whole learning history and perform batch
computation in each round, which makes its space and time
complexity grow at least linearly with t.

To address this drawback, we utilize an online learning
method to estimate the unknown coefficients and construct
confidence sets. Specifically, for each objective i ∈ [m], let
`t,i denote the surrogate loss function in round t, defined as

`t,i(θ) := −yitθ>xt + gi(θ
>xt).

We employ a variant of the online Newton step and compute
θ̂t+1,i by

θ̂t+1,i = arg min
‖θ‖≤D

‖θ − θ̂t,i‖2Zt+1

2
+ θ>∇`t,i(θ̂t,i)

= �
Zt+1

BD
[θ̂t,i − Z−1t+1∇`t,i(θ̂t,i)]

(1)

where

Zt+1 = Zt +
κ

Proceedings of the Twenty-Eighth International Joint Conference on Artificial Intelligence (IJCAI-19)

3083



Corollary 1 For any t ≥ 0, we have

log
det (Zt+1)

det (Z1)
≤ d log

(
1 +

κt

2λd

)
and hence

γt+1 ≤ O(d log t).

Finally, we present the Pareto regret bound of our algo-
rithm, which is built upon on Theorem 1.
Theorem 2 With probability at least 1− δ,

PR(T ) ≤ 4L

√
dT

κ
log

(
1 +

κT

2λd

)
γT+1

where γT+1 is defined in (8).
Remark. The above theorem implies that our algorithm en-
joys a Pareto regret bound of ~O(d

√
T ), which matches the op-

timal result for single objective GLB problem. Futhermore,
in contrast to the ~O(T 1−1/(2+dp)) Pareto regret bound of Tur-
gay et al. [2018], which is almost linear in T when the Pareto
zooming dimension dp is large, our bound grows sublinearly
with T regardless of the dimension.
Proof of Theorem 2. By Theorem 1,

θi ∈ Ct,i, ∀i ∈ [m], ∀t ≥ 1 (9)

holds with probability at least 1 − δ. For each objective i ∈
[m] and each round t ≥ 1, we define

~θt,i := arg max
θ∈Ct,i

θ>xt. (10)

Recall that xt is selected from Ot, which implies that for any
x ∈ X , there exists an objective j ∈ [m] such that

µ̂jt,xt
≥ µ̂jt,x. (11)

By definitions in (5) and (10), we have

µ̂jt,xt
= ~θ>t,jxt, µ̂jt,x = max

θ∈Ct,j
θ>x

(9)

≥ θ>j x. (12)

Combining (11) and (12), we obtain

~θ>t,jxt ≥ θ>j x. (13)

In the following, we consider two different scenarios, i.e.,
θ>j x ≤ θ>j xt and θ>j x > θ>j xt. For the former case, it is
easy to show

µj(θ
>
j x)− µj(θ>j xt) ≤ 0

since µj is monotonically increasing. For the latter case, we
have

µj(θ
>
j x)− µj(θ>j xt)

≤ L(θ>j x− θ>j xt)
(13)

≤ L(~θ>t,jxt − θ>j xt)

= L(~θt,j − θ̂t,j)>xt + L(θ̂t,j − θj)>xt
≤ L(‖~θt,j − θ̂t,j‖Zt

+ ‖θ̂t,j − θj‖Zt
)‖xt‖Z−1

t

(7)

≤2L
√
γt‖xt‖Z−1

t
≤ 2L

√
γT+1‖xt‖Z−1

t

where the first inequality is due to the Lipschitz continuity
of µj , the third inequality follows from the Hölder’s inequal-
ity, and the last inequality holds since γt is monotonically
increasing with t. In summary, we have

µj(θ
>
j x)− µj(θ>j xt) ≤ 2L

√
γT+1‖xt‖Z−1

t
.

Since the above inequality holds for any x ∈ X , we have
�xt ≤ 2L

√
γT+1‖xt‖Z−1

t
, which immediately implies

PR(T ) =
T∑
t=1

�xt ≤ 2L
√
γT+1

T∑
t=1

‖xt‖Z−1
t
. (14)

We bound the RHS by the Cauchy–Schwarz inequality:

T∑
t=1

‖xt‖Z−1
t
≤

√√√√T
T∑
t=1

‖xt‖2Z−1
t
. (15)

By Lemma 11 in Abbasi-Yadkori et al. [2011], we have

T∑
t=1

‖xt‖2Z−1
t
≤ 4

κ
log

det (ZT+1)

det (Z1)
. (16)

Combining (14)-(16) and Corollary 1 finishes the proof. �

4 Experiments
In this section, we conduct numerical experiments to com-
pare our algorithm with the following multi-objective bandits
algorithms.
• P-UCB [Drugan and Nowe, 2013]: This is the Pareto

UCB algorithm, which compares different arms by the
upper confidence algo49.aa
-141.53*
[Qs9.aa
-08 (alf002dence)-3perifidenceP-UCB2011
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(a) d = 5 (b) d = 10 (c) d = 15

Figure 1: Pareto regret of different methods

and pick d from {5, 10, 15}. For each objective i ∈ [m], we
sample the coefficients θi uniformly from the positive part of
the unit ball. To control the size of the Pareto front, we gen-
erate the arm set comprised of 4d arms as follows. We first
draw 3d arms uniformly from the centered ball whose radius
is 0.5, and then sample d arms uniformly from the centered
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Pál, and Csaba Szepesvári. Improved algorithms for lin-
ear stochastic bandits. In Advances in Neural Information
Processing Systems 24, pages 2312–2320, 2011.

[Agarwal et al., 2014] Alekh Agarwal, Daniel Hsu, Satyen
Kale, John Langford, Lihong Li, and Robert Schapire.
Taming the monster: A fast and simple algorithm for con-
textual bandits. In International Conference on Machine
Learning, pages 1638–1646, 2014.

[Auer et al., 2002a] Peter Auer, Nicolo Cesa-Bianchi, and
Paul Fischer. Finite-time analysis of the multiarmed bandit
problem. Machine learning, 47(2-3):235–256, 2002.

[Auer et al., 2002b] Peter Auer, Nicolo Cesa-Bianchi, Yoav
Freund, and Robert E Schapire. The nonstochastic mul-
tiarmed bandit problem. SIAM journal on computing,
32(1):48–77, 2002.

[Auer et al., 2016] Peter Auer, Chao-Kai Chiang, Ronald
Ortner, and Madalina Drugan. Pareto front identification
from stochastic bandit feedback. In International Confer-
ence on Artificial Intelligence and Statistics, pages 939–
947, 2016.

[Auer, 2002] Peter Auer. Using confidence bounds for
exploitation-exploration trade-offs. Journal of Machine
Learning Research, 3(Nov):397–422, 2002.

[Bubeck and Cesa-Bianchi, 2012] Sébastien Bubeck and Ni-
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