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Abstract
This paper investigates projection-free algorithms
for stochastic constrained multi-level optimiza-
tion. In this context, the objective function is a
nested composition of several smooth functions,
and the decision set is closed and convex. Existing
projection-free algorithms for solving this prob-
lem suffer from two limitations: 1) they solely
focus on the gradient mapping criterion and fail
to match the optimal sample complexities in un-
constrained settings; 2) their analysis is exclu-
sively applicable to non-convex functions, with-
out considering convex and strongly convex objec-
tives. To address these issues, we introduce novel
projection-free variance reduction algorithms and
analyze their complexities under different crite-
ria. For gradient mapping, our complexities im-
prove existing results and match the optimal rates
for unconstrained problems. For the widely-used
Frank-Wolfe gap criterion, we provide theoretical
guarantees that align with those for single-level
problems. Additionally, by using a stage-wise
adaptation, we further obtain complexities for
convex and strongly convex functions. Finally,
numerical experiments on different tasks demon-
strate the effectiveness of our methods.

1. Introduction
In this paper, we consider projection-free algorithms for
stochastic constrained multi-level compositional optimiza-
tion in the form of

min
x∈X

F (x) = fK ◦ fK−1 ◦ · · · ◦ f1(x), (1)
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where X is a closed convex set. We assume that each func-
tion fi and its gradient can only be accessed through noisy
estimations, symbolized as fi(·; ξ) and ∇fi(·; ξ) such that

Eξ [fi(·; ξ)] = fi(·) and Eξ [∇fi(·; ξ)] = ∇fi(·),

where ξ denotes samples drawn from the oracle. Problem (1)
finds wide applications in machine learning tasks, such as
reinforcement learning (Dann et al., 2014), government
planning (Bruno et al., 2016), risk management (Dentcheva
et al., 2017), model-agnostic meta-learning (Ji et al., 2020),
robust learning (Li et al., 2021), risk-averse portfolio opti-
mization (Shapiro et al., 2021), and graph neural network
training (Balasubramanian et al., 2021).

Although stochastic multi-level optimization has been inves-
tigated extensively in recent years (Yang et al., 2019; Bala-
subramanian et al., 2021; Zhang & Xiao, 2021; Chen et al.,
2021; Jiang et al., 2022b), current work mainly focuses on
unconstrained problems, i.e., X = Rd. For many practical
problems, such as risk-averse portfolio optimization, the de-
cision set is constrained (e.g., the decision variable x should
be in a simplex for portfolio optimization). Traditional
constrained optimization typically employs a projection op-
eration to ensure that the solutions are within the decision
set. However, projection is usually complicated and time-
consuming, and existing literature (Xiao et al., 2022) begin
to show interest in developing projection-free algorithms for
constrained multi-level problems by replacing projection (a
convex optimization problem) with multiple steps of more
efficient linear minimization operation.

Projection-free methods typically require two oracles: 1)
the Stochastic First-order Oracle (SFO), which takes a point
x and returns the pair (f(x; ξ), ∇f(x; ξ)), where ξ is a
sample drawn from the oracle; 2) the Linear Minimiza-
tion Oracle (LMO), which takes a direction d and outputs
arg minx∈X ⟨x, d∝F∞∞←∋′7↙△△⌈⟩⇔
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Table 1. Summary of results for projection-free algorithms under three different criteria: the Frank-Wolfe gap (FG), gradient mapping (GM),
and optimal gap (OG). Here CVX represents convex functions and SC stands for λ-strongly convex functions. We compare our methods
with 1-SFW (Zhang et al., 2019),SPIDER-FW (Yurtsever et al., 2019), NCGS (Qu et al., 2018), SGD+ICG (Balasubramanian & Ghadimi,
2018), LiNASA+ICG (Xiao et al., 2022), and SCGS (Lan & Zhou, 2016).

Method Criterion Assumptions Level Batch size SFO LMO

1-SFW FG Smooth 1 1 O
�
ϵ−3

�
O

�
ϵ−3

�
SPIDER-FW FG Smooth 1 O

�
ϵ−1

�
O

�
ϵ−3

�
O

�
ϵ−2

�
Theorem 1 FG Smooth K 1 O

�
ϵ−3

�
O

�
ϵ−3

�
Theorem 2 FG Smooth K O

�
ϵ−1

�
O

�
ϵ−3

�
O

�
ϵ−2

�
NCGS GM Smooth 1 O

�
ϵ−1

�
O

�
ϵ−2

�
O

�
ϵ−2

�
SGD+ICG GM Smooth 1 O

�
ϵ−1

�
O

�
ϵ−2

�
O

�
ϵ−2

�
LiNASA+ICG GM Smooth K 1 O

�
ϵ−2

�
O

�
ϵ−3

�
Theorem 3 GM Smooth K 1 O

�
ϵ−1.5

�
O

�
ϵ−2.5

�
Theorem 4 GM Smooth K O

�
ϵ−0.5

�
O

�
ϵ−1.5

�
O

�
ϵ−2

�
1-SFW OG Smooth+CVX 1 1 O

�
ϵ−2

�
O

�
ϵ−2

�
SPIDER-FW OG Smooth+CVX 1 O

�
ϵ−1

�
O

�
ϵ−2

�
O

�
ϵ−1

�
Theorem 5 OG Smooth+CVX K 1 O

�
ϵ−2

�
O

�
ϵ−2

�
Theorem 6 OG Smooth+CVX K O

�
ϵ−1

�
O

�
ϵ−2

�
O

�
ϵ−1

�
SCGS OG Smooth+SC 1 O

�
ϵ−1

�
O

�
λ−1ϵ−1

�
O

�
ϵ−1

�
Theorem 7 OG Smooth+SC K 1 O

�
λ−1ϵ−1

�
O

�
ϵ−2

�
Theorem 8 OG Smooth+SC K O

�
ϵ−1

�
O

�
λ−1ϵ−1

�
O

�
ϵ−1

�

where ϵ is a small value. More recently, the gradient map-
ping criterion (Qu et al., 2018) has been introduced, which
is denoted as

G(x) :=

β

�
x − ΠX

�
x − 1

β
∇F (x)

��2

≤ ϵ, (3)

where ΠX denote the projection onto the domain X and
parameter β is a positive constant. Notably, if X = Rd,
this gradient mapping criterion simplifies to the stationary
point, i.e., E

h
∥∇F (x)∥2

i
≤ ϵ, which is the standard metric

for stochastic unconstrained problems. When the objective
function is convex or strongly convex, the optimal gap crite-
rion is employed instead, expressed as

F (x) − min
x̂∈X

F (x̂) ≤ ϵ, (4)

which measures the difference between the objective and
the optimal value.

The current method for stochastic projection-free multi-level
compositional optimization, named as LiNASA+ICG (Xiao
et al., 2022), integrates the linearized NASA (Ghadimi et al.,
2020) algorithm with inexact conditional gradient (Balasub-
ramanian & Ghadimi, 2018), and provides theoretical guar-
antees under the gradient mapping criterion. This method
can identify an acceptable point with O(ϵ−2) calls to SFO
and O(ϵ−3) calls to LMO. However, it still suffers from sev-
eral drawbacks. Firstly, its SFO complexity does not match
the existing optimal rate of O(ϵ−1.5) for stochastic uncon-
strained problems. Secondly, its analysis solely concentrates

on gradient mapping, and results for the more widely used
Frank-Wolfe gap criterion are not provided. Finally, this
method is restricted to non-convex objective functions, and
it is unclear how to improve the rate for convex and strongly
convex objectives.

To address these issues, we propose new algorithms that
utilize the variance reduction estimator STORM (Cutkosky
& Orabona, 2019) to obtain more accurate evaluations of
both the inner function values and the overall gradient. By
integrating these estimators with a specifically designed
Frank-Wolfe algorithm (Jaggi, 2013), we improve the rate
for gradient mapping and are able to analyze the Frank-
Wolfe gap. Besides, by employing a large batch size, we
can reduce the iteration numbers and thus improve the LMO
complexities while maintaining the same SFO rates. More-
over, we develop a stage-wise algorithm with a warm-start
technique and provide theoretical guarantees for both con-
vex and strongly convex functions. Compared with previous
methods, this paper makes the following contributions:

1. We establish the first theoretical guarantees for the
Frank-Wolfe gap (Theorem 1, 2) under the multi-
level setting. The rates we obtained match the results
for single-level projection-free methods (Zhang et al.,
2019; Yurtsever et al., 2019).

2. For gradient mapping (Theorem 3, 4), our approach
achieves an improved SFO complexity of O(ϵ−1.5) and
LMO complexity of O(ϵ−2.5). The SFO complexity
matches the low bound (Arjevani et al., 2019), and the

2
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LMO complexity can be further reduced to O(ϵ−2) by
using large batch sizes.

3. We explore the complexities for convex (Theorem 5, 6)
and strongly convex functions (Theorem 7, 8), and
derive the optimal SFO rates for these problems, which
have not been studied in previous projection-free multi-
level literature.

We compare our theoretical results with existing methods
in Table 1, and validate the effectiveness of our method
through numerical experiments in Section 4.

2. Related Work
This section briefly reviews related work on stochastic multi-
level compositional optimization and stochastic projection-
free algorithms.

2.1. Stochastic Multi-Level Compositional Optimization

Stochastic Compositional Optimization has been explored
extensively in the literature, and most research focuses on
the two-level settings (Wang et al., 2017a;b; Ghadimi et al.,
2020; Zhang & Xiao, 2019; Chen et al., 2021; Qi et al., 2021;
Jiang et al., 2022a; 2023; Yu et al., 2024). The problem of
multi-level compositional optimization was first investigated
by Yang et al. (2019). Inspired by multi-timescale stochas-
tic approximation (Wang et al., 2017a), they introduced the
multi-level stochastic gradient method, which achieves a
sample complexity of O

�
1/ϵ(7+K)/2

�
for K-level prob-

lems. When the function is strongly convex, this complexity
can be further improved to O

�
1/ϵ(3+K)/4

�
. Subsequently,

motivated by the NASA algorithm (Ghadimi et al., 2020),
Balasubramanian et al. (2021) proposed using a linearized
averaging stochastic estimator to track the function value,
attaining a sample complexity of O

�
1/ϵ4

�
for non-convex

objectives. This rate was also obtained in a concurrent
work (Chen et al., 2021) by employing variance reduction
techniques to evaluate the function value.

Later, Zhang & Xiao (2021) employed nested variance re-
duction to approximate gradients, improving the sample
complexity to the optimal O

�
1/ϵ3

�
. However, this ap-

proach requires a large and increasing batch size on the
order of O (1/ϵ). To address this issue, Jiang et al. (2022b)
developed a method called SMVR, which achieves the
same optimal rate but only requires a constant batch size.
SMVR also attains an improved rate of O

�
1/ϵ2

�
for convex

functions and O (1/ (λϵ)) for λ-strongly convex objectives.
More recently, Gao (2023) further introduced the decentral-
ized stochastic multi-level optimization algorithm, which
achieves the level-independent convergence rate under the
decentralized setting. Despite these advancements, these
algorithms are only applicable to unconstrained problems.

2.2. Stochastic Projection-Free Algorithms

The most well-known projection-free method, Frank-Wolfe
algorithm (Frank & Wolfe, 1956), was originally designed
for smooth convex optimization with polyhedral domains
and has been extended to any convex compact set by Jaggi
(2013). In the stochastic setting, Hazan & Kale (2012)
first developed a projection-free method for online smooth
convex optimization. Later, Hazan & Luo (2016) applied
variance reduction techniques to the stochastic Frank-Wolfe
algorithm. Inspired by the accelerated gradient method (Nes-
terov, 1983), Lan & Zhou (2016) proposed the stochastic
conditional gradient sliding (SCGS) method, which offered
an SFO complexity of O

�
λ−1ϵ−1

�
and an LMO complex-

ity of O
�
ϵ−1

�
for smooth λ-strongly convex optimization.

Besides that, projection-free methods are also widely inves-
tigated in online convex optimization in recent years (Hazan
& Minasyan, 2020; Wan et al., 2020; 2022; Mhammedi,
2022; Garber & Kretzu, 2023; Wang et al., 2024).

For non-convex objectives, Reddi et al. (2016) introduced
the SVFW method, achieving an SFO complexity of
O(ϵ−10/3) and an LMO complexity of O(ϵ−2) under the
Frank-Wolfe gap. Motivated by the variance reduction tech-
nique SPIDER (Fang et al., 2018), Yurtsever et al. (2019)
developed the SPIDER-FW algorithm, improving the SFO
complexity to O(ϵ−3) by using a large batch size of O(ϵ−1).
To avoid relying on large batches, Zhang et al. (2019) pro-
posed the one-sample stochastic Frank-Wolfe algorithm (1-
SFW), which attains the same SFO complexity and obtains
an LMO complexity of O(ϵ−3). Rather than focusing on
the Frank-Wolfe gap criterion, Qu et al. (2018) and Balasub-
ramanian & Ghadimi (2018) explored the gradient mapping
criterion, and attained O(ϵ−2) complexities for both the
SFO and LMO at the cost of using a large batch of O(ϵ−1)
in each iteration.

In the context of stochastic multi-level optimization, Xiao
et al. (2022) recently proposed a projection-free conditional
gradient-type algorithm, which combines the linearized
NASA algorithm with the inexact conditional gradient tech-
nique (Balasubramanian & Ghadimi, 2018). This method
achieves an SFO complexity of O

�
1/ϵ2

�
and an LMO com-

plexity of O
�
1/ϵ3

�
in terms of the gradient mapping cri-

terion. However, its SFO complexity does not match the
complexity of O

�
1/ϵ1.5

�
achieved by variance reduction

methods for unconstrained multi-level problems1. Further-
more, they only consider non-convex functions, and solely
focus on the gradient mapping criterion, which are the main
drawbacks we aim to address in this paper.

1Gradient mapping reduces to E
�
∥∇F (x)∥2�

≤ ϵ for uncon-
strained problems, and existing methods (Zhang & Xiao, 2021;
Jiang et al., 2022b) ensure E [∥∇F (x)∥] ≤ ϵ with a complexity of
O(1/ϵ3), implying a rate of O(1/ϵ1.5) for gradient mapping.

3
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3. The Proposed Methods
In this section, we first introduce the assumptions used in
this paper. Then, we present the proposed algorithms, along
with their corresponding theoretical guarantees for three
different criteria: Frank-Wolfe gap, gradient mapping and
optimal gap.

3.1. Assumptions

We adopt the following assumptions throughout the paper,
which are commonly used in studies of stochastic composi-
tional optimization (Yuan et al., 2019; Zhang & Xiao, 2019;
2021; Jiang et al., 2022b) and stochastic projection-free
analysis (Qu et al., 2018; Yurtsever et al., 2019; Zhang et al.,
2019).

Assumption 1. (Constrained set) The decision set X
is closed and convex with a bounded domain such that
maxx,y∈X ∥x − y∥ ≤ D.

Assumption 2.
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Algorithm 1 PMVR Algorithm
1: Input: parameters T , η, α, initial points (x1, u1, v1)
2: for time step t = 1 to T do
3: Set u0

t = xt

4: for level i = 1 to K do
5: Draw a batch of samples

n
ξi,1

t , . . . , ξi,B1

t

o
6: Compute the estimator ui

t according to (5)
7: end for
8: Compute the gradient estimator vt according to (6)
9: Compute zt = arg minx∈X ⟨x, vt⟩

10: Update the weight: xt+1 = xt + η(zt − xt)
11: end for
12: Choose τ uniformly at random from the set {1, . . . , T }
13: Return (xτ , uτ , vτ )

which are easy to implement and fine-tune, whereas SMVR
requires these parameters to decrease gradually, which is
more complicated; iii) Our PMVR is a projection-free algo-
rithm specifically designed for constrained problems, with
theoretical guarantees focused on the Frank-Wolfe gap and
gradient mapping. In contrast, SMVR aims to find stationary
points for unconstrained objectives.

Next, we present the sample complexities of Algorithm 1
with respect to the Frank-Wolfe gap F(·) defined in equa-
tion (2). Note that by using a large batch size B1, we are
able to decrease the iteration numbers and thus reduce the
LMO complexity. As a result, we provide a constant batch
version and a large batch version for our guarantees.

Theorem 1. By setting B1 = O(1), η = O(ϵ2), and α =
O(ϵ2), our PMVR algorithm guarantees that E [F(xτ )] ≤ ϵ
within T = O(ϵ−3) iterations.

Remark: The above theorem indicates that both the SFO
and LMO complexities are of the order O(ϵ−3), consistent
with results for projection-free single-level problems using
a constant batch size (Zhang et al., 2019).

Theorem 2. (Large Batch) By setting B1 = O(ϵ−1), η =
O(ϵ), and α = O(ϵ), our PMVR algorithm guarantees that
E [F(xτ )] ≤ ϵ within T = O(ϵ−2) iterations.

Remark: By employing a large batch size of O(ϵ−1),
our method obtains an SFO complexity of O(ϵ−3) and an
LMO complexity of O(ϵ−2). These results align with those
achieved by existing projection-free methods for single-level
objectives (Yurtsever et al., 2019).

3.3. Results for Gradient Mapping

Then, we investigate the complexities under the criterion
of gradient mapping G(·) defined in equation (3). To deal
with the gradient mapping, our PMVR algorithm only re-
quires minimal modifications to fit this criterion. Based on

Algorithm 2 PMVR-v2
Replace Step 9 of Algorithm 1 with the following

1: Initialize w1 = xt

2: for time step n = 1 to N do
3: Compute s = arg minŝ∈X ⟨vt + β (wn − xt) , ŝ⟩
4: Set wn+1 = (1 − γt) wn + γts
5: end for
6: Set zt = wN+1

Proposition 2 of Xiao et al. (2022), gradient mapping can
be decomposed into two components:

G(xt) ≤ −4β min
w∈X

g(w, xt, vt) + 2 ∥∇F (xt) − vt∥2 ,

where

g(w, xt, vt) = ⟨vt, w − xt⟩ +
β

2
∥w − xt∥2.

Since our PMVR method has already employed variance-
reduced techniques to ensure that the gradient estimation er-
ror E

h
∥∇F (xt) − vt∥2

i
decreases over time, we can reuse

this part and focus on bounding the − minw∈X g(w, xt, vt)
term. To address this constrained quadratic minimization
problem, we design a sub-algorithm, modified from the
Frank-Wolfe method (Jaggi, 2013), which runs for several
loops. In each loop n, we update as follows:

s = arg min
ŝ∈X

⟨vt + β (wn − xt) , ŝ⟩ ,

wn+1 = (1 − γt) wn + γts.

Note that vt + β (wn − xt) is the gradient of g(wn, xt, vt)
with respect to parameter wn. Overall, we only need to
replace Step 9 in Algorithm 1 with a sub-algorithm pre-
sented in Algorithm 2, and we can obtain the guarantees for
gradient mapping below.

Theorem 3. By setting B1 = O(1), N = O(ϵ−1), η =
O(

√
ϵ), and α = O(ϵ), our PMVR-v2 algorithm guarantees

E [G(xτ )] ≤ ϵ in T = O(ϵ−1.5) iterations.

Remark: When using a constant batch size, our algorithm
results in O(ϵ−1.5) SFO complexity and O(ϵ−2.5) LMO
complexity, which are both better than the previous al-
gorithm LiNASA+ICG (Xiao et al., 2022), that achieves
O(ϵ−2) SFO complexity and O(ϵ−3) LMO complexity.

Next, we can improve the LMO complexity by using a large
batch size.

Theorem 4. (Large Batch) By setting B1 = O(ϵ−0.5), N =
O(ϵ−1), η = O(1), and α = O(

√
ϵ), our PMVR-v2 ensures

E [G(xτ )] ≤ ϵ in T = O(ϵ−1) iterations.

Remark: The above theorem indicates that PMVR-v2,
with a batch size of O(ϵ−0.5), achieves an SFO complexity

5
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Algorithm 3 Stage-wise PMVR
1: Input: initial points (x0, u0, v0)
2: for stage s = 1 to S do
3: (xs, us, vs) = Algorithm 1 with parameters Ts, ηs,

αs and initial points (xs−1, us−1, vs−1)
4: end for
5: Return xS

of O(ϵ−1.5) and an LMO complexity of O(ϵ−2). These
rates are superior to methods for single-level objectives, i.e.,
NCGS (Qu et al., 2018) and SGD+ICG (Balasubramanian &
Ghadimi, 2018), which require a larger batch size of O(ϵ−1)
and demand a worse SFO complexity of O

�
ϵ−2

�
. Notably,

our SFO complexity of O(ϵ−1.5) also matches the lower
bound for stochastic unconstrained optimization (Arjevani
et al., 2019).

3.4. Results for Optimal Gap

In addition to the analyses for general non-convex functions
in previous subsections, we further investigate the case for
convex and strongly convex functions, defined as follows.

Definition 1. A function F : X 7→ R is convex if

F (y) ≥ F (x) + ⟨∇F (x), y − x⟩, ∀x, y ∈ X .

Definition 2. A function F : X 7→ R is λ-strongly convex
if ∀x, y ∈ X

F (y) ≥ F (x) + ⟨∇F (x), y − x⟩ +
λ

2
∥y − x∥2.

When the objective function is convex or strongly convex,
a local optimal point becomes a global optimal point. Con-
sequently, a natural criterion to consider is the optimal gap
defined in equation (4).

Convex functions: First, we investigate the case for con-
vex functions. To obtain theoretical guarantees, we design a
stage-wise algorithm with the warm-start technique building
on Algorithm 1. Specifically, we divide the entire process
into S stages, and for each stage s, we run Algorithm 1 with
a new set of parameters Ts, ηs, αs, and use the output of
the previous stage {xs−1, us−1, vs−1} as the initial points.
The complete method is shown in Algorithm 3, referred to
as Stage-wise PMVR.

By decreasing αs and ηs, and increasing Ts at each stage,
we can ensure that the optimal gap is halved after each stage,
such that E [F (xs) − F⋆] ≤ 1

2E [F (xs−1) − F⋆]. Denoting
S = O(log( ϵ1

ϵ )) and ϵs = ϵ1/2s, where ϵ1 is a positive
constant, we can obtain the guarantees for optimal gap in
the following theorem.

Theorem 5. Setting B1 = O(1), ηs = O(ϵ2s), αs = O(ϵ2s),

Algorithm 4 Stage-wise PMVR-v2
Replace Step 9 of Algorithm 1 with the following

1: Initialize w1 = xt

2: for time step n = 1 to N do
3: Compute s = arg minŝ∈X



vt + λ

2 (wn − xt) , ŝ
�

4: Set wn+1 = (1 − γt) wn + γts
5: end for
6: Set zt = wN+1

and Ts = O(ϵ−2
s ), we ensure E [F (xS)] − minx̂ F (x̂) ≤ ϵ

in O(ϵ−2)
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A-TSCGD NLASG Nested-SPIDER SCSC SMVR LiNASA PMVR PMVR-v2

Figure 1. Results for matrix optimization with low-rank constraints.

Remark: When employing constant batch sizes, we can
achieve an SFO complexity of O(λ−1ϵ−1) and an LMO
complexity of O(ϵ−2). Notably, the O(λ−1ϵ−1) SFO com-
plexity we obtained is already optimal for stochastic uncon-
strained strongly convex problems (Agarwal et al., 2012)
and is thus unimprovable.

Theorem 8. (Large Batch) By setting B1 = O(ϵ−1
s ), N =

O(λϵ−1), ηs = O(λ), αs = O(λ), and Ts = O(λ−1),
we can guarantee that E [F (xS)] − minx̂ F (x̂) ≤ ϵ within
S = O(log( ϵ1

ϵ )) stages.

Remark: By using a large batch size, the SFO complexity
remains on the same order, and the LMO complexity can be
further improved to O(ϵ−1), matching the existing results
for strongly convex functions in the single-level setting (Lan
& Zhou, 2016).

4. Experiments
In this section, we evaluate the effectiveness of our proposed
methods through numerical experiments on three different
problems. We compare our methods with existing stochas-
tic multi-level algorithms, including A-TSCGD (Yang
et al., 2019), NLASG (Balasubramanian et al., 2021),
Nested-SPIDER (Zhang & Xiao, 2021), SCSC (Chen et al.,
2021), and SMVR (Jiang et al., 2022b). We also com-
pare with the previous projection-free multi-level algo-
rithm LiNASA+ICG (Xiao et al., 2022). For our algo-
rithm, we select the momentum parameter α from the set
{0.01, 0.03, 0.05, 0.1, 0.3} and search the parameter N for
PMVR-v2 from the range {10, 50, 100}. For the other meth-
ods, we adopt the hyper-parameters recommended in their
original papers or perform a grid search to select the best
ones. The learning rate is fine-tuned within the range of
{0.001, 0.005, 0.01, 0.05, 0.1}. All experiments are con-
ducted on a personal laptop.

4.1. Matrix Optimization with Low-Rank Constraints

Following the previous literature on projection-free multi-
level optimization (Xiao et al., 2022), we also conduct ex-
periments on matrix optimization with low-rank constraints.
Specifically, we consider the matrix-valued single-index
model (Yang et al., 2017) with a low-rank constraint, ex-
pressed as:

y = |⟨A, B⋆⟩F |2 + ϵ, rank(B⋆) ≤ s,

where A, B ∈ Rm×n, ϵ ∼ N
�
0, σ2

�
, ⟨·, ·⟩F denotes the

Frobenius inner product, and s is a positive integer smaller
than both m and n. To recover a low-rank matrix B⋆ given
A and y, we can optimize the mean squared loss function
with a nuclear norm constraint. The objective function can
be formulated as:

min
B

F (B) = E
��

y − |⟨A, B⟩F |2
�2

�
s.t. ∥B∥⋆ ≤ s.

Note that in this case, the projection operation onto the
nuclear norm ball requires a full singular value decompo-
sition (SVD), while the linear optimization used by Frank-
Wolfe update only requires computing the singular vector
pair corresponding to the largest singular value, which is
much cheaper (Jaggi, 2013). In line with the setup in Xiao
et al. (2022), we define the matrix B⋆ = vv⊤/

vv⊤


⋆
,

and the matrix A is generated by A = I + E, with
Ei,j

i.i.d.∼ N (0, 0.3).

In Figure 1, we plot the value of Frank-Wolfe gap, as well
as gradient mapping, against the running time of each al-
gorithm. All the curves are averaged over 50 runs. As can
be seen, our PMVR and PMVR-v2 methods demonstrate
a more rapid decrease in both criteria compared to other
approaches, especially for the gradient mapping criterion,
demonstrating the superiority of our proposed methods.
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Figure 2. Results for risk-averse portfolio optimization.

4.2. Mean-variance Risk-averse Optimization

We first consider the problem of risk-averse portfolio opti-
mization (Shapiro et al., 2021), a commonly used bench-
mark in comparing various multi-level algorithms (Yang
et al., 2019; Balasubramanian et al., 2021; Zhang & Xiao,
2021; Chen et al., 2021). Suppose we have d assets to in-
vest over time steps {1, . . . , T }, and rt ∈ Rd represents
the payoff of d assets at time step t. The goal is to maxi-
mize investment returns and minimize risk simultaneously.
A suitable approach for this purpose is the mean-variance
risk-averse optimization model, where risk is defined as the
variance. This optimization problem is formulated as:

min
x∈X

F (x) = − 1

T

TX
t=1

⟨rt, x⟩ +
λ

T

TX
t=1

(⟨rt, x⟩ − ⟨r̄, x⟩)2 ,

where r̄ = 1
T

PT
t=1 rt, and the decision variable x denotes

the investment quantities in d assets. The domain X is a sim-
plex, ensuring that ∥x∥1 = 1 for any x ∈ X . This problem
can be modeled as a stochastic two-level constrained com-
positional optimization problem, with each layer expressed

as follows:

f1(x) =

 
− 1

T

TX
t=1

⟨rt, x⟩, x

!
,

f2(y1, y2) = y1 +
λ

T

TX
t=1

(⟨rt, y2⟩ + y1)
2

,

where f1(·) is the inner function and f2(·) is the outer func-
tion such that F (x) = f2(f1(x)).

For experimental validation, we utilize real-world datasets
Industry-10 and Industry-12 from the Kenneth R. French
Data Library2. These datasets include payoffs for 10 and
12 industrial assets over 25,105 consecutive periods. For
non-projection-free methods, we implement the projection
onto the simplex following a well-known efficient projection
method (Duchi et al., 2008). We report the loss value F (x),
as well as the Frank-Wolfe gap and gradient mapping criteria
in Figure 2, averaging all curves over 50 runs. We also in-
clude results concerning the number of iterations in Figure 4
in the Appendix A. It is observed that LiNASA+ICG, our
PMVR and PMVR-v2, tend to converge more rapidly com-
pared to other algorithms in all tasks. Specifically, PMVR

2https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/
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Figure 3. Results for risk-averse portfolio optimization.

demonstrates similar performance to LiNASA+ICG in the
Industry 12 dataset and performs better than LiNASA+ICG
in Industry 10. The loss value, Frank-Wolfe gap, and gra-
dient mapping of our PMVR-v2 decrease most quickly in
both datasets, validating the effectiveness of the proposed
method.

4.3. Mean-deviation Risk-averse Optimization

Finally, we further conduct the experiment on a three-level
compositional optimization problem. Here, we still consider
the problem of risk-averse portfolio optimization as in the
previous subsection, and the risk is quantified as the standard
deviation this time. The mathematical formulation of this
problem is:

max
x∈X

1

T

TX
t=1

⟨rt, x⟩ − λ

vuut 1

T

TX
t=1

(⟨rt, x⟩ − ⟨r̄, x⟩)2,

where r̄ = 1
T

PT
t=1 rt, X is the probability simplex, and the

decision variable x denotes the investment quantity vector in
the d assets. This is a three-level compositional optimization
problem according to the analysis by Jiang et al. (2022b).

In the experiments, we also evaluated different methods on
the real-world datasets Industry-10 and Industry-12. The
results, including the loss value F (x), the Frank-Wolfe gap,
and the gradient mapping criteria, are reported in Figure 3.
These results are averaged over 10 runs. As can be seen,
our methods (PMVR and PMVR-v2) demonstrated faster
convergence compared to other algorithms across all tasks.
The loss value, Frank-Wolfe gap, and gradient mapping
of our PMVR-v2 decreased most rapidly in both datasets,
indicating the effectiveness of our proposed approach.

5. Conclusion
In this paper, we investigate projection-free algorithms for
stochastic constrained multi-level optimization. Our pro-
posed methods not only yield better results than previous
approaches under the gradient mapping criterion but also
provide guarantees for the Frank-Wolfe gap, an aspect pre-
viously absent in projection-free multi-level research. Ad-
ditionally, we provide theoretical guarantees for convex
and strongly convex objective functions, and validate the
effectiveness of our proposed methods through numerical
experiments.
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A. More Experimental Results
We also report the loss value F (x), as well as the Frank-Wolfe gap and gradient mapping criteria concerning the number
of iterations for the mean-variance risk-averse optimization in Figure 4. When the cost of the projection operation is not
considered (since we report the results based on iteration numbers rather than the time used), the SMVR, LiNASA+ICG, our
PMVR and PMVR-v2, tend to converge more rapidly compared to other algorithms in all tasks. The loss value, Frank-Wolfe
gap, and gradient mapping of our PMVR-v2 decrease most quickly in both datasets, validating the effectiveness of the
proposed method.
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Figure 4. Results for risk-averse portfolio optimization.

B. Proof of Frank-Wolfe Gap (Theorem 1 and Theorem 2)
In this section, we present the proofs for the Frank-Wolfe gap. First, to bound the estimation error of the gradient, we have
the following lemma.

Lemma 1. The gradient estimation error can be divided into the following two parts.

TX
t=1

E
h
∥∇F (xt) − vt∥2

i
≤ 2

TX
t=1

E

vt −
KY

i=1

∇fi(u
i−1
t )


2
 + 2KL2

F

TX
t=1

K−1X
i=1

E
hui

t − fi(u
i−1
t )

2
i

.

Proof. First, it is easy to show that:

E
h
∥vt − ∇F (xt)∥2

i
≤2E

vt −
KY

i=1

∇fi(u
i−1
t )


2
 + 2E


KY

i=1

∇fi(u
i−1
t ) − ∇F (xt)


2
 .
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Then, we define that yi
t = fi ◦ fi−1 ◦ . . . ◦ f1(wt) and ∇ bFi(wt) = ∇f1(wt) · · · ∇fi(u

i−1
t ).∇F1(wt) − ∇ bF1(wt)

 = 0,∇F2(wt) − ∇ bF2(wt)
 =

∇f1(wt)∇f2(y1
t ) − ∇f1(wt)∇f2(u1

t )


≤ Lf LJ

y1
t − u1

t

 ,∇F3(wt) − ∇ bF3(wt)
 =

∇f1(wt)∇f2(y1
t )∇f3(y2

t ) − ∇f1(wt)∇f2(u1
t )∇f3(u2

t )


≤ L2
f LJ

�y2
t − u2

t

 +
y1

t − u1
t

�
,

· · ·∇FK(wt) − ∇ bFK(wt)
 ≤ LK−1

f LJ

K−1X
i=1

yi
t − ui

t

 ,

Besides, we also have: y2
t − u2

t

 =
f2 ◦ f1(wt) − u2

t


≤

f2 ◦ f1(wt) − f2(u1
t )

 +
f2(u1

t ) − u2
t


≤ Lf

f1(wt) − u1
t

 +
f2(u1

t ) − u2
t

 ,y3
t − u3

t

 =
f3 ◦ f2 ◦ f1(wt) − u3

t


≤

f3 ◦ f2 ◦ f1(wt) − f3(u2
t )

 +
f3(u2

t ) − u3
t


≤ Lf

y2
t − u2

t

 +
f3(u2

t ) − u3
t


≤ Lf (Lf

f1(wt) − u1
t

 +
f2(u1

t ) − u2
t

) +
f3(u2

t ) − u3
t


· · ·yi

t − ui
t

 ≤ Lf

yi−1
t − ui−1

t

 +
fi(u

i−1
t ) − ui

t


≤

iX
j=1

Li−j
f

fj(uj−1
t ) − uj

t


To this end, we can conclude that:∇F (wt) − ∇ bFK(wt)

 ≤
K−1X
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Proof. According to the definition of vt, we know that:

vt =
1

B1

B1X
j=1

KY
i=1

∇fi(u
i−1
t ; ξi,j

t ) + (1 − αt)

vt−1 − 1

B1

B1X
j=1

KY
i=1

∇fi(u
i−1
t−1; ξi,j

t )

 .

Then we can obtain the following guarantee:

vt −
KY

i=1

∇fi(u
i−1
t )


2

=

 1

B1

B1X
j=1

KY
i=1

∇fi(u
i−1
t ; ξi,j

t ) + (1 − αt)

vt−1 − 1

B1

B1X
j=1

KY
i=1
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i−1
t−1; ξi,j

t )

 −
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∇fi(u
i−1
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2

=

(1 − αt)
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i−1
t−1)

!
+ αt

 1
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B1X
j=1

KY
i=1

∇fi(u
i−1
t−1; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
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i−1
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Since the expectation of last two terms equals zero, such that
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 1
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we would have that:
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Then, we would bound the last two terms, respectively. First, we have that:

E


 1

B1

B1X
j=1

KY
i=1

∇fi(u
i−1
t−1; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t−1)


2


=
1

B2
1

B1X
j=1

E


KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t−1)


2


=
1

B1
E


KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t−1)


2


=
1

B1
E

"
KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) − ∇f1(u0
t−1)

KY
i=2

∇fi(u
i−1
t−1; ξi,j

t )

+∇f1(u0
t−1)

KY
i=2

∇fi(u
i−1
t−1; ξi,j

t ) − ∇f1(u0
t−1)∇f2(u1

t−1)

KY
i=3

∇fi(u
i−1
t−1; ξi,j

t )

· · ·

+

 
K−1Y
i=1

∇fi(u
i−1
t−1)

!
∇fK(uK−1

t−1 ; ξi,j
t ) −

KY
i=1

∇fi(u
i−1
t−1)


2


≤ K

B1
E


KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) − ∇f1(u0
t−1)

KY
i=2

∇fi(u
i−1
t−1; ξi,j

t )


2


+
K

B1
E

∇f1(u0
t−1)

KY
i=2

∇fi(u
i−1
t−1; ξi,j

t ) − ∇f1(u0
t−1)∇f2(u1

t−1)

KY
i=3

∇fi(u
i−1
t−1; ξi,j

t )


2


+ ...

+
K

B1
E


 

K−1Y
i=1

∇fi(u
i−1
t−1)

!
∇fK(uK−1

t−1 ; ξi,j
t ) −

KY
i=1

∇fi(u
i−1
t−1)


2


≤ K

B1
σ2

J(L2K−2
f + L2K−2

f + ... + L2K−2
f )

=
K2

B1
σ2

JL2K−2
f

When dealing with the second term, note that

E

 1

B1

B1X
j=1

 
KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t ; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t−1) +

KY
i=1

∇fi(u
i−1
t )

!
 = 0

So, we can have that:
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E


 1

B1

B1X
j=1

KY
i=1

∇fi(u
i−1
t−1; ξi,j

t ) − 1

B1

B1X
j=1

KY
i=1

∇fi(u
i−1
t ; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t−1) +

KY
i=1

∇fi(u
i−1
t )


2


=
1

B2
1

E




B1X
j=1

 
KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t ; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t−1) +

KY
i=1

∇fi(u
i−1
t )

!
2


=
1

B2
1

B1X
j=1

E


KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t ; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t−1) +

KY
i=1

∇fi(u
i−1
t )


2


=
1

B1
E


KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t ; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t−1) +

KY
i=1

∇fi(u
i−1
t )


2


≤ 1

B1
E


KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) −
KY

i=1

∇fi(u
i−1
t ; ξi,j

t )


2


=
1

B1
E

"
KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) − ∇f1(u0
t ; ξ1,j

t )

KY
i=2

∇fi(u
i−1
t−1; ξi,j

t )

+∇f1(u0
t ; ξ1,j

t )

KY
i=2

∇fi(u
i−1
t−1; ξi,j

t ) − ∇f1(u0
t ; ξ1,j

t )∇f2(u1
t ; ξ2,j

t )

KY
i=3

∇fi(u
i−1
t−1; ξi,j

t )

· · ·

+

 
K−1Y
i=1

∇fi(u
i−1
t ; ξi,j

t )

!
∇fK(uK−1

t−1 ; ξK,j
t ) −

KY
i=1

∇fi(u
i−1
t ; ξi,j

t )


2


≤ K

B1
E


KY

i=1

∇fi(u
i−1
t−1; ξi,j

t ) − ∇f1(u0
t ; ξ1,j

t )

KY
i=2

∇fi(u
i−1
t−1; ξi,j

t )


2


+
K

B1
E

∇f1(u0
t ; ξ1,j

t )

KY
i=2

∇fi(u
i−1
t−1; ξi,j

t ) − ∇f1(u0
t ; ξ1,j

t )∇f2(u1
t ; ξ2,j

t )

KY
i=3

∇fi(u
i−1
t−1; ξi,j

t )


2


· · ·

+
K

B1
E


 

K−1Y
i=1

∇fi(u
i−1
t ; ξi,j

t )

!
∇fK(uK−1

t−1 ; ξi,j
t ) −

KY
i=1

∇fi(u
i−1
t ; ξi,j

t )


2
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which implies that

TX
t=1

E

vt −
KY

i=1

∇fi(u
i−1
t )


2
 ≤

TX
t=2

�
1

αt+1
− 1

αt

�
E

v1 −
KY

i=1

∇fi(u
i−1
1 )


2


+
1

α2
E

v1 −
KY

i=1

∇fi(u
i−1
1 )


2
 +

2σ2
JK2L2K−2

f

B1

TX
t=1

αt+1 +
2K

B1
L2

JL2K−2
f

TX
t=1

1

αt+1

KX
i=1

E
hui−1

t − ui−1
t−1

2
i

Note that 1/αt+1 − 1/αt = t1/2 − (t − 1)1/2 ≤ 1/2 and for t ≥ 2,
PT

t=1 t−2/3 ⩽ 3T 1/3 + 1. As a result, we have that

TX
t=1

E

vt −
KY

i=1

∇fi(u
i−1
t )


2
 ≤

4E

v1 −
KY

i=1

∇fi(u
i−1
1 )


2
 +

16σ2
JK2L2K−2

f

B1
T 1/3 +

4K

B1
L2

JL2K−2
f

TX
t=1

1

αt+1

KX
i=1

E
hui−1

t − ui−1
t−1

2
i

Lemma 3. The inner function estimator ut ensures that:

TX
t=1

KX
i=1

E
hui

t − fi(u
i−1
t )

2
i

≤
PK

i=1 E
hui

1 − fi(u
i−1
1 )

2
i

α
+

2αKT σ2

B1
+

2L2
f

αB1

TX
t=1

KX
i=1

E
hui−1

t − ui−1
t−1

2
i

Proof. Since ui
t = 1

B1

PB1

j=1 fi(u
i−1
t ; ξi,j

t ) + (1 − α)(ui
t−1 − 1

B1

PB1

j=1 fi(u
i−1
t−1; ξi,j

t )), we have:

E
hfi(u

i−1
t ) − ui

t

2
i

=E

(1 − α)
�
ui

t−1 − fi(u
i−1
t−1)

�
+

α

B1

B1X
j=1

�
fi(u

i−1
t−1; ξi,j

t ) − fi(u
i−1
t−1)

�

+fi(u
i−1
t−1) − fi(u

i−1
t ) − 1

B1

B1X
j=1

�
fi(u

i−1
t−1; ξi,j

t ) − fi(u
i−1
t ; ξi,j

t )
�

2


≤(1 − α)2E
ui

t−1 − fi(u
i−1
t−1)

2
+

2α2

B1
E

�fi(u
i−1
t−1; ξi,j

t ) − fi(u
i−1
t−1)

2
�

+ 2E


 1

B1

B1X
j=1

�
fi(u

i−1
t−1; ξi,j

t ) − fi(u
i−1
t ; ξi,j

t ) − fi(u
i−1
t−1) + fi(u

i−1
t )

�
2


where the last inequality is due to: E
h
fi(u

i−1
t−1) − fi(u

i−1
t ) − 1

B1

PB1

j=1

�
fi(u

i−1
t−1; ξi,j

t ) − fi(u
i−1
t ; ξi,j

t )
�i

= 0, as well as

E
h

α
B1

PB1

j=1

�
fi(u

i−1
t−1; ξi,j

t ) − fi(u
i−1
t−1)

�i
= 0.
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Also, since we know the fact that E
h
fi(u

i−1
t−1) − fi(u

i−1
t ) − fi(u

i−1
t−1; ξi,j

t ) − fi(u
i−1
t ; ξi,j

t )
i

= 0, we have:

E


 1

B1

B1X
j=1

�
fi(u

i−1
t−1; ξi,j

t ) − fi(u
i−1
t ; ξi,j

t ) − fi(u
i−1
t−1) + fi(u

i−1
t )

�
2


≤ 1

B2
1

B1X
j=1

E
��

fi(u
i−1
t−1; ξi,j

t ) − fi(u
i−1
t−1) + fi(u

i−1
t ) − fi(u

i−1
t ; ξi,j

t )
�2

�

≤ 1

B2
1

B1X
j=1

E
��

fi(u
i−1
t−1; ξi,j

t ) − fi(u
i−1
t ; ξi,j

t )
�2

�

≤ 1

B1
E

�fi(u
i−1
t−1; ξi,j

t ) − fi(u
i−1
t ; ξi,j

t )
2

�
≤ 1

B1
L2

f

ui−1
t−1 − ui−1

t

2
.

As a result, we can conclude that:

E
hfi(u

i−1
t ) − ui

t

2
i

≤(1 − α)E
ui

t−1 − fi(u
i−1
t−1)

2
+

2α2σ2

B1
+

2

B1
L2

f

ui−1
t−1 − ui−1

t

2

This leads to the fact that:

KX
i=1

E
hfi(u

i−1
t ) − ui

t

2
i

≤(1 − α)

KX
i=1

E
ui

t−1 − fi(u
i−1
t−1)

2
+

2α2σ2K

B1
+

2

B1
L2

f

KX
i=1

ui−1
t−1 − ui−1

t

2

By summing up and rearranging, we can get:

TX
t=1

KX
i=1

E
hui

t − fi(u
i−1
t )

2
i

≤
PK

i=1 E
hui

1 − fi(u
i−1
1 )

2
i

α
+

2αKT σ2

B1
+

2L2
f

αB1

TX
t=1

KX
i=1

E
hui−1

t − ui−1
t−1

2
i

,

which finishes the proof.

Then, we try to bound the term
PK

i=1 E
hui−1

t+1 − ui−1
t

2
i
.

Lemma 4.

KX
i=1

E
hui−1

t+1 − ui−1
t

2
i

≤
 

KX
i=1

�
2L2

f

�i−1

!  
E

h
η2 ∥zt − xt∥2

i
+

2α2σ2K

B1
+ 2α2K

KX
i=1

E
hui

t − fi(u
i−1
t )

2
i!

Proof. We discuss the following two cases, separately.

1. For the first level, i.e., i = 1, we have:

E
hui−1

t+1 − ui−1
t

2
i

= E
h
∥xt+1 − xt∥2

i
= E

h
η2 ∥zt − xt∥2

i
.
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2. For other levels, i.e., 2 ≤ i ≤ K, we have:

E
hui−1

t+1 − ui−1
t

2
i

=E

α
�
fi−1(ui−2

t ) − ui−1
t

�
+

1

B1

B1X
j=1

(fi−1(ui−2
t+1; ξi−1

t+1) − fi−1(ui−2
t ; ξi−1

t+1))

+α

 1

B1

B1X
j=1

fi−1(ui−2
t ; ξi−1

t+1) − fi−1(ui−2
t )


2


≤2E


α

�
fi−1(ui−2

t ) − ui−1
t

�
+ α

 1

B1

B1X
j=1

fi−1(ui−2
t ; ξi−1

t+1) − fi−1(ui−2
t )


2


+ 2L2
fE

hui−2
t+1 − ui−2

t

2
i

≤2α2
fi−1(ui−2

t ) − ui−1
t

2
+

2α2σ2

B1
+ 2L2

fE
hui−2

t+1 − ui−2
t

2
i

.

Denote Υi
t = E

hui
t − fi(u

i−1
t )

2
i

and Qi = E
hui−1

t+1 − ui−1
t

2
i
, we have Qi ≤ 2L2

f Qi−1 + 2α2Υi−1
t + 2α2σ2

B1
for

i ≥ 2. Then we can get:

Q1 ≤ E
h
η2 ∥zt − xt∥2

i
Q2 ≤

�
2L2

f

�
E

h
η2 ∥zt − xt∥2

i
+

2α2σ2

B1
+ 2α2Υ1

t

Q3 ≤
�
2L2

f

�2 E h
η2 ∥zt − xt∥2

i
+

2α2σ2
�

1 + 2L2
f

�
B1

+ 2α2
�
2L2

f Υ1
t + Υ2

t

�
· · ·

Qi ≤
�
2L2

f

�i−1 E
h
ηΥ⇁ 2

E� �
2Lff

2

∆i−1 E
h
ηΥ
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Lemma 5. Denote that the constants as L1 =
�

2KL2
JL2K−2

f + 4L2
f

� �PK
i=1

�
2L2

f

�i−1
�

, L2 = max{2, 2KL2
F },

L3 = 2L2(2Kσ2
JL2K−2

f + 4Kσ2 + 2L1σ2K + L1D2 + L1), we can ensure that:

TX
t=1

E
h
∥∇F (xt) − vt∥2

i
≤ L3

αB0
+

αL3T

B1
+

L3η2T

αB1
.

Proof. Based on Lemma 1, we have:

TX
t=1

E
h
∥∇F (xt) − vt∥2

i
≤2

TX
t=1

E

vt −
KY

i=1

∇fi(u
i−1
t )


2
 + 2KL2

F

TX
t=1

K−1X
i=1

E
hui

t − fi(u
i−1
t )

2
i

.

Noting that E
�v1 − QK

i=1 ∇fi(u
i−1
1 )

2
�

≤ K2σ2
J L2K−2

f

B0
,

PK
i=1 E

hui
t − fi(u

i−1
t )

2
i

≤ Kσ2

B0
and setting 2αL1K ≤

B1, we can deduce that:

TX
t=1

E

vt −
KY

i=1

∇fi(u
i−1
t )


2
 + 2

TX
t=1

K−1X
i=1

E
hui

t − fi(u
i−1
t )

2
i

≤
K2σ2

JL2K−2
f + 2Kσ2

αB0
+

2αK2T σ2
JL2K−2

f + 4αKT σ2

B1
+

2KL2
JL2K−2

f + 4L2
f

αB1

TX
t=1

KX
i=1

E
hui−1

t − ui−1
t−1

2
i

≤
K2σ2

JL2K−2
f + 2Kσ2

αB0
+

2αK2T σ2
JL2K−2

f + 4αKT σ2

B1

+
L1

αB1

 
T η2D2 +

2T α2σ2K

B1
+ 2α2K

TX
t=1

KX
i=1

E
hui

t − fi(u
i−1
t )

2
i!

≤
K2σ2

JL2K−2
f + 2Kσ2

αB0
+

2αK2T σ2
JL2K−2

f + 4αKT σ2

B1
+

L1η2D2T

αB1
+

2αL1σ2KT

B2
1

+

TX
t=1

KX
i=1

E
hui

t − fi(u
i−1
t )

2
i

So, we have that:

TX
t=1

E
h
∥∇F (xt) − vt∥2

i

≤L2

TX
t=1

E

vt −
KY

i=1

∇fi(u
i−1
t )


2
 + L2

TX
t=1

K−1X
i=1

E
hui

t − fi(u
i−1
t )

2
i

≤L2

 
K2σ2

JL2K−2
f + 2Kσ2

αB0
+

2αK2T σ2
JL2K−2

f + 4αKT σ2

B1
+

L1η2D2T

αB1
+

2αL1σ2KT

B2
1

!

≤ L3

αB0
+

αL3T

B1
+

L3η2T

αB1

Now we can finish the proof as follows. Denote the Frank-Wolfe Gap as F(x) := maxx̂∈X ⟨x̂ − x, −∇F (x)⟩ and
z⋆

t = arg maxx̂∈X ⟨x̂ − x, −∇F (x)⟩.
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F (xt+1) ≤ F (xt) + ⟨∇F (xt) , xt+1 − xt⟩ +
LF

2
∥xt+1 − xt∥2

= F (xt) + η ⟨vt, zt − xt⟩ + η ⟨∇F (xt) − vt, zt − xt⟩ + η2 LF

2
D2

≤ F (xt) + η ⟨vt, z⋆
t − xt⟩ + η ⟨∇F (xt) − vt, zt − xt⟩ + η2 LF

2
D2

= F (xt) + η ⟨∇F (xt) , z⋆
t − xt⟩ + η ⟨∇F (xt) − vt, zt − z⋆

t ⟩ + η2 LF

2
D2

≤ F (xt) − ηF (xt) + ηD ∥∇F (xt) − vt∥ + η2 LF

2
D2

That is to say:

1

T

TX
t=1

F (xt) ≤ F (x1) − F (xT+1)

ηT
+

D

T

TX
t=1

∥∇F (xt) − vt∥ + η
LF

2
D2

By setting T = O
�
ϵ−2

�
, η = O (ϵ) , α = O (ϵ), B0 = B1 = O

�
ϵ−1

�
, we can ensure that F(x) ≤ ϵ. Moreover, we can

obtain the same guarantee by setting that α = O
�
ϵ2

�
, η = O

�
ϵ2

�
, B1 = O (1) , B0 = O

�
ϵ−1

�
, T = O

�
ϵ−3

�
.

C. Proof of Gradient Mapping (Theorem 3 and Theorem 4)
In the previous analysis of Lemma 5, we simply reduce η2 ∥zt − xt∥2 ≤ η2D2. To obtain the optimal rate, we have to keep
this term. That is to say, we rewrite the Lemma 5 as follows

1

T

TX
t=1

E
h
∥∇F (xt) − vt∥2

i
≤ L3

αB0T
+

αL3

B1
+

η2L3

αB1T

TX
t=1

∥zt − xt∥2 .

According to Proposition 2 of Xiao et al. (2022), we know that the gradient mapping

∥G(xt, β)∥2 ≤ −4βg(xt, vt) + 2E
h
∥∇F (xt) − vt∥2

i
,

where g(xt, vt) = miny∈X

n
⟨vt, y − x⟩ + β

2 ∥y − xt∥2
o

.

Due to the convergence of Frank-Wolfe algorithm (Jaggi, 2013), we know that

⟨vt, zt − x⟩ +
β

2
∥zt − xt∥2 ≤ g(xt, vt) +

2βD2

N + 2
,

which is widely used in the analysis of Frank-Wolfe algorithm (Xiao et al., 2022; Zhang et al., 2019; Wan et al., 2021; Wan
& Zhang, 2021). Now, we begin our proof

F (xt+1)

≤ F (xt) + ⟨∇F (xt) , xt+1 − xt⟩ +
LF

2
∥xt+1 − xt∥2

≤ F (xt) + η ⟨∇F (xt) , zt − xt⟩ + η2 LF

2
∥zt − xt∥2

= F (xt) + η ⟨vt, zt − xt⟩ + η ⟨∇F (xt) − vt, zt − xt⟩ + η2 LF

2
∥zt − xt∥2

= F (xt) + η ⟨vt, zt − xt⟩ +
ηβ

2
∥zt − xt∥2 + η ⟨∇F (xt) − vt, zt − xt⟩ − ηβ

2
∥zt − xt∥2 + η2 LF

2
∥zt − xt∥2
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Denote y⋆ = miny∈X

n
⟨vt, y − x⟩ + β

2 ∥y − xt∥2
o

. Set η ≤ β
2LF

(note that β is a positive constant), and then we have,

F (xt+1) ≤ F (xt) + η ⟨vt, y⋆ − xt⟩ +
ηβ

2
∥y⋆ − xt∥2 +

2ηβD2

N + 2

+ η ⟨∇F (xt) − vt, zt − xt⟩ − ηβ

2
∥zt − xt∥2 + η2 LF

2
∥zt − xt∥2

≤ F (xt) + ηg(xt, vt) +
2βD2η

N + 2
+ η ⟨∇F (xt) − vt, zt − xt⟩ − ηβ

2
∥zt − xt∥2

+ η2 LF

2
∥zt − xt∥2

≤ F (xt) + ηg(xt, vt) +
2βD2η

N + 2
+ η ⟨∇F (xt) − vt, zt − xt⟩ − ηβ

4
∥zt − xt∥2

≤ F (xt) + ηg(xt, vt) +
2βD2η

N + 2
+

2η

β
E

h
∥∇F (xt) − vt∥2

i
− ηβ

8
∥zt − xt∥2

As a result,

−g(xt, vt) ≤ F (xt) − F (xt+1)

η
+

2βD2

N + 2
+

2

β
E

h
∥∇F (xt) − vt∥2

i
− β

8
∥zt − xt∥2

So, we have:

∥G(xt, β)∥2

≤ − 4βg(xt, vt) + 2E
h
∥∇F (xt) − vt∥2

i
≤4β(F (xt) − F (xt+1))

η
+

8β2D2

N + 2
+ 10E

h
∥∇F (xt) − vt∥2

i
− β2

2
∥zt − xt∥2

Finally, we have

1

T

TX
t=1

∥G(xt, β)∥2

≤ 4β∆F

ηT
+

8β2D2

N
+

10

T

TX
t=1

E
h
∥∇F (xt) − vt∥2

i
− β2

2

1

T

TX
t=1

∥zt − xt∥2

≤ 4β∆F

ηT
+

8β2D2

N
+

10L3

αB0T
+

10L3α

B1
+

�
10L3

η2

αB1
− β2

2

�
1

T

TX
t=1

∥zt − xt∥2

≤ 4β∆F

ηT
+

8β2D2

N
+

10L3

αB0T
+

10L3α

B1

The last inequality holds with η ≤
q

β2αB1

20L3
. By setting α



Projection-Free Variance Reduction Methods for Stochastic Constrained Multi-Level Compositional Optimization

Then we have:

1

T

TX
t=1

E [F (xt+1)] − F⋆

≤ (E [F (x1)] − F⋆)

ηT
+

D

T

TX
t=1

E ∥∇F (xt) − vt∥ + η
LF D2

2

≤ (E [F (x1)] − F⋆)

ηT
+ D

vuut 1

T

TX
t=1

E ∥∇F (xt) − vt∥2 + η
LF D2

2

≤ (E [F (x1)] − F⋆)

ηT
+ D

vuuutE
�
L2

v1 − QK
i=1 ∇fi(u

i−1
1 )

2
�

+ 2L2

PK
i=1 E

hui
1 − fi(u

i−1
1 )

2
i

αT

+ D

s
αL3

B1
+

η2L3

αB1
+ η

LF D2

2

Next, we denote that Γs = 1
T

PT
t=1

vt − QK
i=1 ∇fi(u

i−1
t )

2

+ 2
T

PT
t=1

PK
i=1

ui
t − fi(u

i−1
t )

2
for stage s and we

denote xs as the output of Algorithm 3 for the stage s. Then, we have:

E [F (xs) − F⋆] ≤ E
�
F

�
xs−1

�
− F⋆

�
ηsTs

+ D

r
L2Γs−1

αsTs
+ D

s
αsL3

Bs
1

+
η2

sL3

αsBs
1

+ ηs
LF D2

2

Also, we have that:

Γs ≤2Γs−1

αsTs
+

αsL3

Bs
1

+
L3η2

s

αsBs
1

Set ϵs =
�
1
2

�s−1
, ηs = αs ≤ ϵs

4LF D2 , Ts ≥ max
n

(4∆F +24+64D2L2)
ηs

, Γ0(16D2L2+6)
ηs

o
, Bs

1 ≥ max
n

12ηsL3

ϵ2
s

, 128L3ηsD2

ϵ2
s

o
.

We can guarantee that E [F (xs) − F⋆] ≤ ϵs and E [Γs] ≤ ϵ2s. We will use the induction to give the proof:

Proof. When s = 1, we have:

E
�
F

�
x1

�
− F⋆

�
≤ ∆F

η1T1
+ D

r
L2Γ0

α1T1
+ D

s
α1L3

B1
1

+
η2
1L3

α1B1
1

+ η1
LF D2

2

≤ ϵ1 = 1

where Γ0 = K2σ2
JL2K−2

f + 2Kσ2. Also, we have that:

Γ1 ≤ 2Γ0

α1T1
+

α1L3

B1
1

+
L3η2

1

α1B1
1

≤ ϵ21 = 1

Then, assume E [F (xs) − F⋆] ≤ ϵs and E [Γs] ≤ ϵ2s, we would prove that it holds for stage s + 1.

E
�
F

�
xs+1

�
− F⋆

�
≤ ϵs

ηs+1Ts+1
+ D

s
L2ϵ2s

αs+1Ts+1
+ D

s
αs+1L3

Bs+1
1

+
η2

s+1L3

αs+1Bs+1
1

+ ηs+1
LF D2

2

≤ ϵs

8
+

ϵs

8
+

ϵs

8
+

ϵs

8
= ϵs+1
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We also know that

Γs+1 ≤ 2ϵ2s
αs+1Ts+1

+
αs+1L3

Bs+1
1

+
L3η2

s+1

αs+1Bs+1
1

≤ ϵ2s
12

+
ϵ2s
12

+
ϵ2s
12

= ϵ2s+1

So we prove E [F (xs) − F⋆] ≤
�
1
2

�s−1
with ηs = αs ≤ ϵs

4LF D2 , Bs
1 ≥ max

n
12ηsL3

ϵ2
s

, 128L3ηsD2

ϵ2
s

o
, Ts ≥

max
n

(4∆F +24+64D2L2)
ηs

, Γ0(16D2L2+6)
ηs

o
. This condition can be satisfied by setting that ηs = O(ϵs), Ts = O(ϵ−1

s ),

α = O(ϵs) and Bs
1 = O(ϵ−1

s ) [Large batch version]. This can also be achieved by setting that ηs = O(ϵ2s), Ts = O(ϵ−2
s ),

α = O(ϵ2s) and Bs
1 = O(1) [Constant Batch].

To ensure E [F (xs) − F⋆] ≤ ϵ, set S = O(log2( 1
ϵ )), and the SFO rate is

PS
s=1 T sBs

1 = O
�PS

s=1 2(2s)
�

= O
�

1
ϵ2

�
.

D.2. Strongly Convex

In this section, we assume F (x) is λ-strongly convex function and we set η ≤ λ
4LF

:

F (xt+1)

≤F (xt) + ⟨∇F (xt) , xt+1 − xt⟩ +
LF

2
∥xt+1 − xt∥2

≤F (xt) + η ⟨∇F (xt) , zt − xt⟩ + η2 LF

2
∥zt − xt∥2

=F (xt) + η ⟨vt, zt − xt⟩ + η ⟨∇F (xt) − vt, zt − xt⟩ +
ηλ

4
∥zt − xt∥2 + (η2 LF

2
− ηλ

4
) ∥zt − xt∥2

≤F (xt) + η ⟨∇F (xt) − vt, zt − x⋆⟩ + η ⟨∇F (xt), x⋆ − xt⟩ +
ηλ

4
∥x⋆ − xt∥2 +

ηλD2

N
− ηλ

8
∥zt − xt∥2 ,

where the last inequality is due to the fact that

η ⟨vt, zt − xt⟩ +
ηλ

4
∥zt − xt∥2 ≤ η ⟨vt, x⋆ − xt⟩ +

ηλ

4
∥x⋆ − xt∥2 +

ηλD2

N

For λ-strongly convex function, we have ⟨∇F (xt), x⋆ − xt⟩ ≤ F⋆ − F (xt) − λ
2 ∥xt − x⋆∥2. As a result:

F (xt+1) ≤ F (xt) + η(F⋆ − F (xt)) − ηλ

4
∥x⋆ − xt∥2 +

ηλ

16
∥zt − x⋆∥2 +

4η

λ
∥∇F (xt) − vt∥2

+
ηλD2

N
− ηλ

8
∥zt − xt∥2

So we have:

F (xt+1) − F⋆ ≤ (1 − η)(F (xt) − F⋆) +
4η

λ
∥∇F (xt) − vt∥2 +

ηλD2

N

Finally, we have:

1

T

TX
i=1

(F (xt) − F⋆) ≤ F (x1) − F⋆

ηT
+

4

λT

TX
t=1

∥∇F (xt) − vt∥2 +
λD2

N

Next, we denote xs as the output for stage s. Then, we have:

E [F (xs)] − F⋆ ≤ F (xs−1) − F⋆

ηsTs
+

4Γs−1

λαsTs
+

4αsL3

λBs
1

+
4η2

sL3

λαsBs
1

+
λD2

N
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Also, we have that:

Γs ≤2Γs−1

αsTs
+

αsL3

Bs
1

+
L3η2

s

αsBs
1

Set that ϵs = ( 1
2 )s−1, Bs

1 ≥ 72αsL3

λϵs
, N ≥ 6λD2

ϵs
, Ts ≥ max{ 72(∆F +1)

ηs
, 72(D2+1)Γ0

ηs
}, B0 = max{λ−1, 1}. We can

guarantee that E [F (xs) − F⋆] ≤ ϵs and E [Γs] ≤ λϵs. We will use the induction to give the proof:

Proof. When s = 1, we have:

Γ1 ≤ 2Γ0

α1T1B0
+

α1L3

B1
1

+
L3η2

1

α1B1
1

≤ λϵ1 = λ,

where B0 denotes the batch size used only in the first iteration of the first stage. Also, we have that:

E
�
F

�
x1

�
− F⋆

�
≤ ∆F

η1T1
+

4Γ0

λα1T1B0
+

4α1L3

λB1
1

+
4η2

1L3

λα1B1
1

+
λD2

N

≤ ϵ1 = 1

Then assume E [Γs] ≤ λϵs and E [F (xs) − F⋆] ≤ ϵs, we would prove that it holds for stage s + 1.

Γs+1 ≤ 2Γs

αs+1Ts+1
+

αs+1L3

Bs+1
1

+
L3η2

s+1

αs+1Bs+1
1

≤ 2λϵs

αs+1Ts+1
+

αs+1L3

Bs+1
1

+
L3η2

s+1

αs+1Bs+1
1

≤λϵs

2
= λϵs+1

Besides, we know that

E
�
F

�
xs+1

�
− F⋆

�
≤ ϵs

ηs+1Ts
+

4Γs

λαs+1Ts+1
+

4αs+1L3

λBs+1
1

+
4η2

s+1L3

λαs+1Bs+1
1

+
λD2

N

≤ ϵs

2
= ϵs+1

So we prove E [F (xs) − F⋆] ≤
�
1
2

�s−1
with ϵs = ( 1

2 )s−1, Bs
1 ≥ 72αsL3

λϵs
, N ≥ 6λD2

ϵs
, Ts ≥ 72(∆F +1+Γ0)

ηs
, B0 =

max{λ−1, 1}.

This condition can be satisfied by setting that ηs = αs = O(λ), Ts = O(λ−1), B1 = O(ϵ−1
s ), N = O( λ

ϵs
) (Large

Batch) or by setting that ηs = αs = O(λϵs), Ts = O(λ−1ϵ−1
s ), B1 = O(1), N = O( λ

ϵs
) (Constant Batch). To ensure

E [F (xs) − F⋆] ≤ ϵ, set S = O(log2( 1
ϵ )), and the SFO rate is

PS
s=1 TsBs

1 =
PS

s=1
O(1)

λ 2s−1 = O( 1
λϵ ).
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